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This research aims to compare Machine Learning models that effectively 

detect SQL Injection attacks in security systems. The dataset was col-

lected from the Kaggle resource published by Syed Saqlain Hussain Shah, 

the dataset with the highest upvotes in the SQL Injection category. The 

models developed include Support Vector Machine (SVM), K-Nearest 

Neighbor (KNN), and Logistic Regression (LR). The research process 

includes separating the data into 70% training and 30% test data, model 

training, testing model effectiveness, and implementing preventive 

measures against SQL Injection attacks. The research results show that 

the SVM model has an accuracy rate of 99.82%, precision of 99.88%, and 

recall (Sensitivity) of 99.34%. KNN obtained an accuracy rate of 79.28%, 

a precision of 98.38%, and a recall (Sensitivity) of 73.31%. LR obtained 

an accuracy rate of 98.99%, precision of 99.94%, and recall (Sensitivity) 

of 98.70%. Using a Machine Learning approach, this research improves 

system security against SQL Injection attacks. 

   

. 

I. INTRODUCTION 

Data security has become the main focus of technological progress in the ever-growing digital era. One of the 

main challenges in a security context is combating increasingly sophisticated SQL Injection attacks, which can 

infiltrate systems in various ways [1]. SQL Injection attacks exploit security vulnerabilities by injecting 

malicious SQL code. The attack's impact was severe; attackers could easily access sensitive data in the database, 

manipulate, or even delete stored data [2]. This not only compromises the confidentiality of information but also 

the integrity and availability of data. Therefore, protection against SQL Injection attacks is essential in today's 

digital ecosystem.  

As a concrete example, an attack exploiting a zero-day vulnerability in Progress Software's MoveIT Transfer 

product has highlighted the threat that SQL Injection vulnerabilities pose to organizations of all sizes. On May 31, 

2023, Progress disclosed a critical SQL Injection vulnerability, tracked as CVE-2023-34362, which could allow an 

attacker to access an instance of MoveIT Transfer. A patch was released the same day, but security vendors soon 

reported widespread exploitation that began before the disclosure date. Microsoft later attributed the attack to a 

threat actor associated with the Clop ransomware group that it called “Lace Tempest.” Some of the victims of the 

data breach include HR software provider Zellis and the government of Nova Scotia, Canada [3]. 

SQL Injection attacks have been identified as one of the highest-risk threats by the Open Web Application 

Security Project [4]. Incidents related to SQL Injection are becoming more frequent, emphasizing the need for 

careful analysis to detect and prevent such attacks [5]. One of the main approaches in this analysis is to use machine 

learning algorithms to identify and anticipate potential SQL Injection attacks [6]. Therefore, a deep understanding 

of machine learning models is the key to effective SQL Injection attack detection [7]. 

Machine learning is a method of computer algorithms that mend mechanically via experience. Machine learning 

algorithms create a model that supports example data, mentioned as "training data", so as to form prevision or 

judgment requiring being explicitly programmed to attempt to so Machine learning algorithms are used in a great 

variety of uses, same as email filtering and computer vision, where it's hard or infeasible to create traditional 

I 

https://jurnal.stkippgritulungagung.ac.id/index.php/jipi
http://issn.pdii.lipi.go.id/issn.cgi?daftar&1457736067&1&&2016
https://doi.org/10.29100/jipi.v9i4.781
mailto:rakhasatria@student.telkomuniversity.ac.id


JIPI (Jurnal Ilmiah Penelitian dan Pembelajaran Informatika) 

Journal homepage: https://jurnal.stkippgritulungagung.ac.id/index.php/jipi  

ISSN: 2540-8984  

Vol. 9, No. 4, Desember 2024, Pp. 2064-2073 

 

 

 

2065 

Analyzing Comparison Perfomance Model Of Machine Learning Through Detetction Sql Injection Attack 

algorithms to execute the required work [8]. 

Considered a subset ofAI, machine learning (ML) exhibits the experiential “learning” associated with human 

intelligence, while also having the capacity to learn and improve its analyses through the use of computational 

algorithms [9]. 

The reason for using machine learning for SQL injection is that SQL injection attacks are a major vulnerability 

in web applications and pose a significant threat to privacy and financial security. Traditional signature-based 

detection systems are no longer reliable as attackers constantly come up with new types of SQL injections. Machine 

learning algorithms can be trained to detect patterns and anomalies in incoming communication, allowing for the 

classification of SQL injection attacks versus normal text. By utilizing supervised learning methods and training 

the algorithms with a dataset, machine learning models can achieve high accuracy in detecting SQL injection 

attacks. Additionally, machine learning allows for the detection of innovative, never-before-seen attacks, making 

it a valuable tool in the field of cybersecurity [10].  

The purpose of this research is to develop a robust detection system for SQL Injection attacks using machine 

learning. The main contribution is a detailed evaluation of various machine learning algorithms' performance in 

this specific context. This study is unique because it provides a comprehensive comparison of different models, 

including Support Vector Machine (SVM), Logistic Regression (LR), and K-Nearest Neighbor (KNN), in the 

detection of SQL Injection attacks. The findings of this research are expected to advance the field by identifying 

the most effective algorithms for this purpose. 

Support Vector Machine (SVM) is particularly notable for its superior performance in this context. SVM is a 

classification algorithm that determines decision boundaries by maximizing the margin between different classes. 

The power of an SVM stems from its ability to learn data classification patterns with balanced accuracy and 

reproducibility [11]. This makes it highly effective in detecting SQL Injection attacks with high accuracy. In 

comparison, Logistic Regression (LR), which models the probability of class membership, and K-Nearest Neighbor 

(KNN), which classifies based on the proximity of data points, also show high accuracy but are slightly 

outperformed by SVM. 

 Several studies have evaluated the performance of machine learning models in detecting SQL Injection attacks. 

In 2022, Triloka and colleagues researched a large SQL Injection dataset consisting of 30,904 rows of data. They 

utilized various algorithms, including Support Vector Machine (SVM), Logistic Regression (LR), and K-Nearest 

Neighbor (KNN). The research results showed that SVM achieved the highest accuracy at 99.77%. LR had an 

accuracy of 99.60%, while KNN reached 99.70% [5]. This comparison demonstrates the superiority of SVM in 

detecting SQL Injection attacks.  

By leveraging machine learning-based approaches, detection systems can proactively identify and mitigate attack 

attempts before they cause damage or compromise data integrity. This will provide better data protection and 

prevent potentially harmful data leaks. Implementing machine learning-based SQL Injection attack detection is 

crucial in securing the increasingly complex and vulnerable online environment against cyber threats. By 

continuously developing and improving these detection models, we can reduce the risk of attacks and ensure the 

safety of our data in this evolving digital era.  

To enhance system security and reduce the risk of SQL Injection attacks, other factors that can affect the 

performance of machine learning models need to be considered. For example, selecting the right features to include 

in the model is crucial. These features should differentiate between normal and suspicious behavior or potential 

attacks. Additionally, careful data preprocessing is necessary to eliminate noise and ensure dataset cleanliness. 

Furthermore, collaboration among researchers, security practitioners, and industry players is essential in 

addressing these complex security challenges. Exchanging information and experiences can help develop more 

effective and innovative solutions to combat cyberattacks. Companies are expected to implement effective and 

efficient SQL Injection attack detection solutions by addressing these aspects comprehensively. Thus, they can 

enhance the security and resilience of their systems against evolving and increasingly complex cybersecurity threats 

in today's digital landscape. 

 

II. RESEARCH METHODOLOGY 

This research has formed a framework that will be used as a reference for this research. Figure 1 is a framework 

used as a general illustration of system design in research. There are several stages of activities, such as dataset 

search, data splitting, data processing, prediction accuracy, Precision, Recall (Sensitivity), and evaluation. 
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2.1 Dataset 

This dataset was collected from Kaggle resources published by Syed Saqlain Hussain Shah [12]. It was selected 

based on several criteria. Firstly, the dataset aligns perfectly with the research objectives of training a security 

model or algorithm to detect and prevent SQL injection attacks. It contains a comprehensive collection of SQL 

injection scripts that cover various attack vectors, which is crucial for developing a robust detection system. 

Furthermore, the dataset has received the highest upvotes among similar datasets, with 95 upvotes and 6612 

downloads as of November 27, 2023. This community validation indicates the dataset's reliability and quality, 

reflecting its acceptance and trust within the research community. Additionally, Syed Saqlain Hussain Shah, the 

dataset creator, is a recognized expert in the field, adding further credibility. The dataset’s thorough documentation 

and proven utility in previous studies make it an invaluable resource for our research.  

Considering these points, we believe this dataset is the best and most relevant choice for our study, ensuring the 

development of an effective and reliable SQL injection detection model. 

 

 
Figure 2 is an example of an SQL Injection dataset image. This dataset is in CSV format and has more than 

30,000 scripts. In this dataset, there are two types of scripts: the first is a SQL Injection script, and the second is a 

standard script that has no potential to attack a database. This dataset has two columns: the first column is the 

sentence column, which contains scripts, and the second is the label column. In the label column is the number 0, 

which states the script is standard, and the number 1, which states the SQL Injection script can potentially attack a 

database. This dataset was collected from Kaggle resources published by Syed Saqlain Hussain Shah. This dataset 

was taken based on the highest upvotes among other SQL Injection datasets. Upvotes on this dataset reached 95 

and were downloaded 6612 times when accessed on November 27, 2023. This dataset contains SQL injection 

scripts compiled to predict SQL injection attacks. The aim of using this dataset is to train a security model or 

algorithm that can detect and prevent hacking attempts using SQL injection in the system. 

The following dataset will have two subordinate stages: data preprocessing and splitting. The data preprocessing 

process is a stage that is carried out manually. In the data preprocessing stage, essential steps are carried out, 

including verifying the SQL Injection dataset obtained, identifying and eliminating redundant or duplicate data 

 

Fig. 1. System Design Framework 

 

Fig. 2. SQL Injection Datasets 
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entries, and resetting the data format to ensure the data is well-structured and ready for further processing. Carry 

on. In this phase, if the data being analyzed does not meet the standards or criteria set, a decision will be made to 

repeat the research process at the dataset collection stage to ensure that the quality is maintained and the analysis 

results are valid. Then, the data splitting stage is where the data is separated into two main parts: training data and 

test data. In the context of this research, the dataset will be separated by 70% of the total available data as training 

data, which will be used to 'teach' or 'train' the model. Meanwhile, the remaining 30% of the total data is defined 

as test data, which acts as a validation set to test the effectiveness of the trained model. This 70-30 split is based on 

best practices in machine learning research, which suggest that a larger portion of the data should be used for 

training to ensure the model learns effectively, while a sufficient portion is reserved for testing to evaluate the 

model's performance. This balance helps in preventing overfitting and ensures that the model can generalize well 

to new, unseen data. This separation process is essential to ensure that the model can learn from multiple examples 

and then test on data it has never seen before, thereby evaluating its performance more objectively and accurately. 

2.2 Data processing 

Preprocessing is basically implemented on any raw big data before using any kinds of classification or 

identification [13]. This stage is a critical stage in the research process, which is carried out after the separation of 

data into training data and test data has been completed. At this stage, detailed data preprocessing steps are 

undertaken to ensure the quality and suitability of the dataset for machine learning models. These steps include 

dataset verification, identifying and removing redundant data, and ensuring consistent data formatting. For 

verification, we check for missing values and drop any rows with null entries. We also split the dataset into balanced 

subsets for both training and testing, ensuring that the distribution of labels is consistent. Using the prepared SQL 

Injection dataset, we train and test the model using three different machine learning techniques, namely SVM, 

which is known for its optimal decision margin, KNN with a distance-based approach for classification; and LR, 

which is effective in predicting the probability of an event occurring. Each of these models will be tested to 

determine which provides the best performance in the context of SQL Injection attack detection, hoping to achieve 

the highest accuracy and reliability for real-world applications. 

2.3 Predict Accuracy, Precision, Recall/Sensitivity 

This stage is where the machine learning model can be measured and analyzed regarding the accuracy, precision, 

and recall/sensitivity of the SQL injection attack detection system. The prediction performance produced by various 

machine learning models such as SVM, KNN, and LR can be assessed at this stage.  

SVM classifies data by defining a collection of support vectors, which are members of the named training data 

samples, which are based on statistical learning theory. An SVM’s primary goal is to find the best hyperplane for 

classifying new data points. For the classification of non-linear data samples, SVM classifiers may use a variety of 

kernel functions such as Linear, polynomial, Gaussian radial basis function (RBF), and sigmoid [14]. 

K-Nearest Neighbor (KNN) classification is a method used in clustering or grouping a variable into a certain 

group. It will use their similarity of a variable to classify them in a group. To use this method, k value has to be 

specified and the result of the calculation will group the number into the nearest k value. Sensor technology is most 

beneficial when using the KNN [15]. 

Logistic regression is used to estimate the association of one or more independent (predictor) variables with a 

binary dependent (outcome) variable.2 A binary (or dichotomous) variable is a categorical variable that can only 

take 2 different values or levels, such as “positive for hypoxemia versus negative for hypoxemia” or “dead versus 

alive.” [16] . 

This stage is carried out to determine the system's effectiveness in recognizing and distinguishing SQL Injection 

attacks with a high success rate. By comparing the prediction results produced by each model, we can determine 

which model is the most accurate, has the highest precision, and has optimal recall/sensitivity in detecting SQL 

Injection attacks. 

2.4 Evaluation 

This evaluation stage compares the predicted results and the actual labels in the test data. The evaluation metrics 

such as accuracy, precision, and recall are calculated using specific formulas. Accuracy is calculated as (TP + TN) 

/ (TP + TN + FP + FN), precision is calculated as TP / (TP + FP), and recall is calculated as TP / (TP + FN), where 

TP, TN, FP, and FN stand for true positives, true negatives, false positives, and false negatives, respectively [17]. 

The accuracy, precision, and recall/sensitivity level obtained in this system are calculated to measure the 

performance of SQL Injection attack detection. The hope at this stage is that the SQL Injection attack detection 
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system can correctly detect that the input string matches the labels in the dataset. If the results differ from expected, 

then this research will be carried out again using data processing. 

At this evaluation stage, several diagrams will be presented to make visualization easier when comparing the 

three models (SVM, KNN, LR) that will be tested. Below are some diagrams that will be displayed: 

1. Line diagram: A line diagram is a type of data visualization used to show the relationship or trend between 

two different variables along the x and y axes [18]. In a line diagram, data points are connected by straight lines, 

which form a line pattern that depicts changes in variable values as other variables change [19]. 

2. Confusion Matrix: A confusion matrix is a powerful tool for evaluating performance by quantifying 

classification overlap. The confusion matrix results are compared with statistics from current techniques to 

demonstrate their effectiveness in providing a concise and clear understanding of multi-label classification behavior 

[20]. 

3. Receiver Operating Characteristic (ROC): ROC helps measure the sensitivity and specificity of predictors, 

which is a critical component in considering accuracy. ROC is generally used to evaluate predictor accuracy in 

medicine, radiology, engineering, data mining, and machine learning [21]. 

Using a combination of line charts, confusion matrix, and ROC, this researcher can comprehensively understand 

the performance of SVM, LR, and KNN models in predicting data. These methods provide helpful information for 

comparing the accuracy, precision, and recall (sensitivity) of these models, thus enabling the selection of the most 

appropriate model for the data analysis [10]. In particular, this research compares the performance of SVM, LR, 

and KNN models in detecting SQL Injection attacks. 

III. RESULTS AND DISCUSSION 

This research was carried out using the system design in part 1. This research includes stages such as dataset 

search, data preprocessing, data separation, data processing, predictive accuracy, Precision, Recall/Sensitivity, and 

evaluation or testing. 

3.1 Dataset 

This dataset process includes checking the entire dataset to ensure each SQL Injection script is correctly 

identified according to its label. This step is crucial to ensure the accuracy of the labels in each SQL Injection script 

and to prevent errors during data processing. By checking manually, you can ensure that all SQL Injection scripts 

have been classified correctly according to their characteristics. 

This manual process involves carefully analyzing each entity of the dataset and comparing it against predefined 

criteria for the SQL Injection script. This helps ensure that the datasets used in analysis and testing are safe from 

SQL Injection attacks and minimizes security risks for applications to be developed. After the data preprocessing 

stage, the dataset carried out in this research is implemented into Google Drive storage to make it easier to import 

data into the system that is being built. 

3.2 Splitting Data 

Training and test data are separated into the SQL injection dataset at this stage. The training data used in this 

research was 70%, while the test data used was 30% of the entire dataset. In this process, scripts that do not have 

the potential for SQL Injection attacks, or scripts with a label of 0, are separated into 70% training data and 30% 

test data. Similarly to scripts that have a label of 0, scripts with a label of 1, which can be called scripts with the 

potential to cause SQL Injection attacks, are separated into 70% training data and 30% test data. 

3.3 Data Preprocessing 

To obtain accuracy, precision, and recall from models such as Support Vector Machine (SVM), K-Nearest 

Neighbors (KNN), and Logistic Regression (LR), a series of steps are carried out. First, a model object 

corresponding to the desired algorithm is created by setting the relevant parameters, such as the kernel type or the 

number of nearest neighbors. Next, the model is trained using the training data and appropriate labels. After training 

the model, predictions are made on the test data, and the results are compared with the actual labels to calculate 

accuracy. Accuracy measures how often the model predictions match the actual labels. In addition to accuracy, 

precision is calculated as the proportion of correctly predicted positives out of all positively predicted examples. 

Recall, also known as sensitivity, measures the proportion of correctly predicted positives out of all positive 

examples. These steps are applied to each model, and the results are printed on the screen for evaluation. 
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3.3.1 Predict Accuracy, Precision, Recall/Sensitivity 

 

This stage is for predicting accuracy, precision, and recall (sensitivity). In the previous stage, data processing 

was carried out to obtain levels of accuracy, precision, and recall (sensitivity). We configure and train different 

machine learning models to detect SQL Injection attacks. The models used in this research are SVM, KNN, and 

Logistic Regression (LR). Each model has specific parameters that were tuned to achieve optimal performance: 

1. Support Vector Machine (SVM): We used a linear kernel (kernel='linear') with a regularization parameter 

C=1.0. The linear kernel is chosen for its simplicity and effectiveness in high-dimensional spaces. The gamma 

parameter is set to 'scale', which means it uses 1 (nfeatures × X. var())⁄  as value, where X is the input data. 

2. K-Nearest Neighbors (KNN): We configured the model with n neighbors=5, which means the algorithm 

considers the 5 nearest neighbors to make a classification decision. The distance metric used is the Euclidean 

distance, which is the default setting in KNN. 

3. Logistic Regression (LR): For LR, we used the solver='lbfgs', which is an optimizer in the family of quasi-

Newton methods. The max_iter parameter is set to 100 to ensure convergence. 

The following are the results obtained. 

 
Table 1 shows that the level of accuracy obtained by the SVM model for detecting SQL Injection attacks reached 

99.82%. The precision level obtained by the SVM model for detecting SQL Injection attacks reached 99.88%, and 

the Recall Rate (Sensitivity) obtained by the SVM model for detecting SQL Injection attacks reached 99.34%. 

Apart from that, it can be seen that the level of accuracy obtained by the KNN model for detecting SQL Injection 

attacks reached 79.28%. The KNN model's precision for detecting SQL Injection attacks reached 98.38%, and the 

Recall Rate (Sensitivity) obtained by the KNN model for detecting SQL Injection attacks reached 73.31%. 

Likewise, the accuracy level obtained in the LR model for detecting SQL Injection attacks reached 98.99%. The 

precision level obtained by the LR model for detecting SQL Injection attacks reached 99.94%, and the Recall Rate 

(Sensitivity) obtained by the LR model for detecting SQL Injection attacks reached 98.70%. 

This evaluation stage is the final stage to compare the performance of the SVM, KNN, and LR models. After 

completing the entire series of stages, the following is the testing stage carried out to detect SQL Injection attacks. 

The main idea of this testing stage is that a string is entered into the is_sql_injection(model, vectorizer, text) 

function, and the function must be able to produce appropriate results. In text1, a string has been entered for testing, 

which could potentially cause an SQL Injection attack, and in text2, a regular string has been entered or one that 

does not have the potential to cause an SQL Injection attack. When the function is called using the parameters of 

the three models that have been trained, the function produces output that meets expectations. The hope in question 

is that this function can recognize that text1 is a string that has the potential for SQL Injection attacks and text2 is 

a string that does not have the potential for SQL Injection attacks. 

This evaluation stage was carried out to compare the performance of the three SVM, KNN, and LR models, in 

addition to testing a string. The following are the performance comparison results obtained. 

3.4 Evaluation 

This evaluation stage is the final stage to compare the performance of the SVM, KNN, and LR models. After 

completing the entire series of stages, the following is the testing stage carried out to detect SQL Injection attacks. 

The main idea of this testing stage is that a string is entered into the is_sql_injection (model, vectorizer, text) 

function, and the function must be able to produce appropriate results. In text1, a string has been entered for testing, 

which could potentially cause an SQL Injection attack, and in text2, a regular string has been entered or one that 

does not have the potential to cause an SQL Injection attack. When the function is called using the parameters of 

the three models that have been trained, the function produces output that meets expectations. The hope in question 

is that this function can recognize that text1 is a string that has the potential for SQL Injection attacks and text2 is 

a string that does not have the potential for SQL Injection attacks. Apart from testing a String, this evaluation stage 

was carried out to compare the performance of the three SVM, KNN, and LR models. Analysis of these results 

reveals that SVM performs better than KNN and LR for several reasons. SVM excels due to its ability to maximize 

TABLE I 

PERFORMANCE COMPARISON OF SVM, KNN, LR 

 SVM KNN LR 

Akurasi 99.82% 79.28% 98.99% 

Presisi 99.88% 98.38% 99.94% 

Recall(Sensitivity) 99.34% 73.31% 98.70% 
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the margin between classes, which enhances its generalizability and effectiveness on non-linear data through the 

kernel trick. KNN struggles with large datasets due to computational inefficiencies and sensitivity to data 

distribution, while LR's linear assumption limits its performance on non-linear patterns.  

For the KNN model, false negatives occur when it fails to identify positive cases. This can be attributed to several 

factors such as the choice of the number of neighbors (K), the distance metric used, or dataset characteristics 

unsuitable for distance-based classification approaches. Additionally, KNN's performance can suffer due to 

computational inefficiencies with large datasets and sensitivity to data distribution. 

On the other hand, Logistic Regression (LR) faces challenges due to its linear assumption, which limits its 

performance on non-linear patterns. LR may also exhibit a higher number of false negatives, especially if the 

decision threshold is not appropriately set or if the data contains multicollinearity among predictor variables. 

Furthermore, outliers in the data can significantly affect the performance of Logistic Regression. Regularization 

techniques such as Ridge or Lasso Regression can help mitigate some of these issues by reducing the impact of 

multicollinearity and improving the model's generalizability. Adjusting the decision threshold and using techniques 

like polynomial features or interaction terms can enhance the model's ability to capture non-linear relationships. 

The following are the performance comparison results obtained.  

 

 
Figure 3 displays a line graph comparing the performance of three classification models, namely Support Vector 

Machine (SVM), K-Nearest Neighbors (KNN), and Logistic Regression, in three main evaluation metrics: 

accuracy, precision, and sensitivity (recall). Analysis of these graphs reveals several significant findings. First, 

SVM stands out with consistent performance across all three metrics. This shows that SVM achieved a good 

balance between accuracy, precision, and sensitivity, indicating the model's ability to classify data thoroughly 

without excessive tendencies on precision or recall alone. On the other hand, KNN shows lower values for all 

metrics compared to SVM and Logistic Regression. These results indicate that KNN may need help classifying 

data effectively, which could be caused by various factors such as the choice of number of neighbors (K), the 

distance metric used, or dataset characteristics unsuitable for distance-based classification approaches. Finally, 

logistic Regression shows satisfactory performance, especially regarding high precision. This indicates that the 

Logistic Regression model has a low false positive rate, although the sensitivity is not as good as SVM and is still 

competitive. Thus, this analysis provides valuable insight into the strengths and weaknesses of each model in 

dealing with a given classification task. 

 

Fig. 3. Performance Charts 
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Figure 4 displays a Confusion Matrix that provides details of predicted versus actual labels, noting true positives, 

false positives, false negatives, and true negatives. This matrix provides a visual representation of the performance 

of the classification model, breaking down true positives (TP), true negatives (TN), false positives (FP), and false 

negatives (FN). 

For the SVM model, the Confusion Matrix shows: 

a. True Negatives (TN): 2378 

b. False Positive (FP): 8  

c. False Negatives (FN): 45 

d. True Positives (TP): 6845 

SVM showed strong performance with a high number of true positives and true negatives, indicating high 

sensitivity and specificity. The deficient number of false positives and false negatives indicates good accuracy and 

recall of the model. 

For the KNN model, the Confusion Matrix shows: 

a. True Negatives (TN): 2303 

b. False Positive (FP): 83  

c. False Negatives (FN): 1839 

d. True Positives (TP): 5051 

The KNN model had more false negatives and false positives than SVM, indicating a lack of accuracy in 

classifying negative and positive cases. This model encounters difficulties, especially in the positive class, as 

indicated by the high number of false negatives. 

For the Logistic Regression model, the Confusion Matrix shows: 

a. True Negatives (TN): 2382  

b. False Positive (FP): 4  

c. False Negatives (FN): 89 

d. True Positives (TP): 6801 

Logistic Regression shows strong performance, very similar to SVM, with a very low number of false positives 

and relatively low false negatives. low. This indicates a strong balance between precision and recall, almost 

comparable to the SVM model, with possibly a slight edge in terms of precision due to the lower number of false 

positives. 

 

 

Fig. 4. Confusion matrix diagram 

 

Fig. 5. ROC diagram 
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Logistic Regression shows strong performance, almost comparable to SVM, with a deficient number of false 

positives and a relatively low number of false negatives. This indicates a strong balance between precision and 

recall, with a possible slight edge in precision due to the lower number of false positives. 

Figure 5 displays the Receiver Operating Characteristic (ROC) Curve and Area Under the ROC Curve (AUC), 

which are useful evaluation methods for comparing classifier performance. The ROC curve visualizes the true 

positive rate against the false positive rate at various thresholds, while the AUC presents the classifier's performance 

in a single number. 

Three models, namely SVM, KNN, and Logistic Regression, were evaluated using ROC curve plots. The ROC 

curve provides a graphical representation of the capabilities of a binary classifier system when the discrimination 

threshold varies. From this evaluation, the results obtained are as follows: 

a. The SVM model's area under the curve (AUC) was 1.00, indicating excellent performance with clear separation 

between positive and negative classes. The ROC curve follows the left limit and then the upper limit of the ROC 

space, indicating that the SVM has an excellent separability measure. 

b. The KNN model showed an AUC of 0.85, indicating good performance distinguishing between positive and 

negative classes, although not as good as SVM. The ROC curve for KNN is lower than that of SVM, indicating a 

good but not perfect separation measure. 

c. Logistic Regression also shows an AUC of 1.00, indicating it performs as well as SVM in terms of overall 

performance. The ROC Curve for Logistic Regression also follows the upper and left bounds, indicating high True 

Positive and low False Positive rates at various thresholds. 

d. However, it should be noted that the blue curve that represents the SVM model is not visible in the plot. This 

happens because the AUC value is the same between the SVM and Logistic Regression models, so the blue curve 

belonging to SVM is overwritten by the green curve belonging to Logistic Regression. Nevertheless, the ROC and 

AUC evaluation still provide a clear picture of the relative performance of the three models. 

The findings of this research show that SVM and Logistic Regression models have excellent performance in 

detecting SQL Injection attacks, with perfect area under the curve (AUC). Integration of these models into security 

systems can significantly improve detection capabilities. For example, these models can be implemented as part of 

a web application firewall that filters and checks each user input before it is sent to the database. In addition, the 

KNN model, although not as good as SVM and LR, can still be used in scenarios where computing resources are 

limited and speed of execution is preferred. With proper implementation, these three models can significantly 

contribute towards strengthening the security layer in detecting and preventing SQL Injection attacks. 

IV. CONCLUSION 

This research compares accuracy, precision, and recall (sensitivity). After conducting research, the results 

obtained were that the SVM model had a superior level of performance compared to LR and KNN. Compared with 

research conducted by Triloka and his colleagues in 2022, the accuracy level obtained was 0.05% higher, although 

the SVM model was still superior to the LR and KNN models. In previous research conducted by Triloka and his 

colleagues, no research was carried out regarding the level of precision and recall (sensitivity). The test carried out 

in this research was the creation of a function that had parameters for the machine learning model that had been 

trained. So, the model must determine whether the input entered has the potential for an SQL injection attack to 

occur. 

In research that has been carried out to compare the performance of the SVM, KNN, and LR models for detecting 

SQL Injection attacks, results have been obtained for the SVM model, which has an accuracy level of 99.82%, 

precision of 99.88% and recall (Sensitivity ) of 99.34%. KNN obtained an accuracy rate of 79.28%, a precision of 

98.38%, and a recall (Sensitivity) of 73.31%. LR obtained an accuracy rate of 98.99%, precision of 99.94%, and 

recall (Sensitivity) of 98.70%. KNN may show lower performance compared to SVM and Logistic Regression due 

to its sensitivity to high-dimensional data, the presence of noise, and the need for feature scaling, which may impact 

its ability to accurately classify examples when the features in the dataset do not contribute equally to distance 

metric. 

The superior performance of SVM can be attributed to its ability to handle high-dimensional spaces effectively, 

its use of kernel tricks to manage non-linear data splitting, and its focus on maximizing the margin between classes, 

which helps achieve better generalization. This makes SVMs more adept at finding firm decision boundaries, 

especially in complex data sets, leading to higher accuracy, precision, and sensitivity scores in scenarios where the 

characteristics of the data match the strengths of the SVM. 

Implementation of the prevention strategy to detect SQL Injection attacks has been carried out by creating a 
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function with parameters for the machine learning model that has been trained. It is just that the case study carried 

out in this research could only detect SQL Injection attacks based on the input column of an application or website. 
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